DETAILS OF CORE COURSES

1.
Programming & Data Structures (MMT-001)


 
          4 credits
This course is an introduction to the C programming language and basic data structures. The course provides the foundation in programming necessary for the other courses in the programme.  The aim of this course is not to produce C programmers, but mathematicians who can write programs in C for research purposes. In this course, the emphasis is heavily on the practicals.  The course does not assume any previous knowledge in programming. This course has 3 blocks and a laboratory manual. The first two blocks give an introduction to C programming. The third block is an introduction to data structures using the C language.  The laboratory manual gives guidance on the practical component of the course.  Practical component of this course is worth 2-credits.

Syllabus

Block 1:
Introduction to C Programming Language 


Unit 1
Introductory


Unit 2
Data Types in C


Unit 3
Operators and Expression in C


Unit 4
Decision Structures in C


Unit 5
Control Structures-I

Block 2:
Programming in C


Unit 6
Control Structures-II


Unit 7
Pointers and Arrays


Unit 8
Functions-I


Unit 9
Functions-II


Unit 10
Files and Structs, Unions and Bit-fields

Block 3:
Data Structures


Unit 11
Introduction to Data Structures; Array


Unit 12
Lists


Unit 13
Stacks and Queues

Unit 14
Trees


Unit 15
Files

Block 4:
Laboratory Mannual

Unit 16
Introduction to Computers


Unit 17
Introduction to Programming


Unit 18
List of Practical Sessions
2.
Linear Algebra (MMT-002)





          2 credits

This short course has been designed, keeping in mind the requirements of the applications that you would be coming across later in this programme.  It aims to give you some background in the Jordan form, similarity, orthonormal bases, the Spectral Theorem for normal operators and some decompositions of matrices, all of them with a variety of applications.

While creating this course we have assumed that you have studied at least one semester course in Linear Algebra at the undergraduate level.  In particular, we assume that you would have studied the content of the IGNOU course, MTE-02, ‘Linear Algebra’.  For your information, a copy of this material will be available at your programme centre.

Syllabus

Block 1:
Jordan Canonical Form



Unit 1
Similarity 



Unit 2
Jordan Form



Unit 3
Applications of the Jordan Form 

Block 2:
Applications of Unitary Matrices 



Unit 4
Unitary Similarity 



Unit 5
Positive Definiteness


Unit 6
Matrix Decompositions
3.
Algebra (MMT-003)







          4 credits

This course has an unusual design.  This is because it is built around the knowledge of algebra required for appreciating the applications you will be studying later.  What is also unusual about this course is that it is a wrap-around course (see P-11 of this Guide).  This means that the main book you will be studying is ‘Algebra’ by M. Artin.  However, we will be sending you material to help you navigate through the chosen portions of the book.  Our material will also have examples and exercises to help you to improve your understanding of the concepts involved.  

As in the other courses, we assume that you have the knowledge of the content of the IGNOU course MTE-06, ‘Abstract Algebra’.  For your information, a copy of this material will be available at your programme centre.

Syllabus

Block 1: Groups

	Unit No.
	Unit Contents
	Portion from the book

	1.
	Group action, Sylow theorems and applications, Conjugacy classes
	Section 5 starting from line 8 of page 176, Section 6, Section 7 and Section 8 of Chapter 5, Section1, Section 3, Section 4 and Section 5, of Chapter 6.  More material will be part of the study guide.

	2.
	Permutation groups, simplicity of 
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	3.
	Special groups  
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 and Lorentz group.
	Section 1, Section 2 and Section 4 of Chapter 8.

	4.
	Free groups, Free abelian groups, Group presentation, Examples, Structure theorem for finitely generated abelian groups
	Section 7 and 8 of Chapter 6, Section 4 and Section 6 of Chapter 12.  More material will be part of the study guide.

	5.
	Semigroups and applications – automata, linguistics
	Material will be part of the study guide

	6.
	Congruences and Chinese Remainder Theorem, Quadratic reciprocity
	Material will be part of the study guide


Block 2: Finite Group Representations and Field Theory

	Unit No.
	Unit Contents
	Portion from the book

	7.
	Representation of a group, Examples, Irreducible representation, Maschke’s Theorem
	Section 1 and Section 2 of Chapter 9

	8.
	Character of a representation, Orthogonality relations, Direct sum of representations, Schur’s lemma, Character table of a group, Characters of 
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	Section 4, Section 5, Section 6, Section 8 Section 9.  Some of the material will be from the study guide

	9.
	Mention characteristic of a field, Field extensions, Algebraic and transcendental extensions
	Section1, Section2, Section 3, Section 5 and Section 6 of Chapter 13 of the book.  More material will be given in study guide

	10.
	Existence and uniqueness of splitting fields, Existence and uniqueness of a field of order 
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	11.
	Normal and separable extensions, Fundamental theorem of Galois theory (for characteristic zero), Examples
	

	12.
	Subfields of finite fields, 
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	13.
	Applications – Construction of Hamming and Witt designs using finite fields.  Also mention that applications are to be found in courses on coding and cryptography
	Material will be part of study guide


4.
Real Analysis (MMT-004)






          4 credits

This course on Real Analysis assumes the knowledge of undergraduate Real Analysis and Calculus courses presented in IGNOU undergraduate mathematical electives MTE-07 and MTE-09 respectively.  The topics are chosen with a special emphasis on applications.  In this course we have discussed basics of metric space theory, multivariable calculus and measure and integration theory.  We have also discussed topics like Fourier Series and Integrals, Wavelets, Signals and Systems.  The material is presented in three blocks.
This course consists of three blocks divided into various units.  In Block 1, we introduce you to the concept of metric spaces.  Then, we define the related concepts of continuity, convergence, compactness and connectedness for metric spaces and discuss some characterization properties of these concepts.

In Block 2, we study differentiability for functions defined from Euclidean space 
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 to Euclidean space 
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.  We discuss the ways for extending the concept of derivative as well as the related concepts of partial derivatives and directional derivatives from 
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 to higher dimensional spaces 
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.  We also discuss chain rule, higher derivatives, Taylor’s theorem, Implicit and Inverse function theorems.

In Block 3, we introduce you to the concepts of Lebesgue measure and Lebesgue integration.  We discuss Fourier Series and Fourier integral of certain functions which are very fundamental to the development of modern analysis.  With the progress in computer technology and effective interplay between computers, mathematics and science, very interesting developments have occurred in recent times in Image Analysis and Signal processing.  In this block, we familiarise you with some of these aspects.
Syllabus

Block 1:
Metric Spaces



Unit 1
Introduction to Metric-space



Unit 2
Convergence and Completeness



Unit 3
Compactness



Unit 4
Connectedness
Block 2:
Calculus in 
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Unit 5
Derivatives in 
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Unit 6
Higher order Derivatives



Unit 7
Implicit and Inverse Function Theorem

Block 3:
Measure and Integral



Unit 8
Lebesgue Measure


Unit 9
Lebesgue Integral



Unit 10
Fourier Integral



Unit 11
Signals and Systems

5.
Complex Analysis (MMT-005)





          2 credits
The study of complex variable theory is of great importance in applications.  In the study of Laplace transform, the inverse Laplace transform is obtained easily as a contour integral in a complex plane.  The evaluation of a wide class of definite integrals (even along the real axis) is facilitated by the use of the complex integral calculus.  Another important application is the use of conformal mapping to solve boundary value problems in two-dimensional potential theory.  

This course on complex analysis is developed as a wrap-around material around the textbook “Complex Variables and Applications” by J. W. Brown and R. V. Churchill (Seventh edition).  The study guide developed for this course to help you study and understand the prescribed chapters of the textbook consists of six units.  We have started the discussion in Unit 1 by introducing the notion of a complex valued functions of a (single) complex variable and defined the concept of limit, continuity and differentiability of the function.  Analytic and harmonic functions and their applications in fluid flow, steady heat conduction and electrostatics are discussed here.  Complex integrals or contour integrals are discussed in Units 2 and 3.  Singularities and series representation of a complex valued function in terms of Taylor and Laurent series are discussed in Unit 4.  Unit 5 introduces you to the concept of residue of a complex valued function.  Evaluation of definite, trigonometric and improper integrals in terms of the sums of the residues are also discussed here.  Finally, Unit 6 deals with elementary transformations viz., linear, inverse and bilinear transformations and conformal mapping.  Application of conformal mapping to steady-state temperature problem is also discussed here.  

Whenever you study this study guide please keep the textbook along with you.  We advise you to go section by section and follow the instructions given there.

Syllabus

Study Guide



Unit 1
Analytic Function


Unit 2
Integrals-I


Unit 3
Integrals-II


Unit 4
Series


Unit 5
Residues and Its Applications


Unit 6
Conformal Mapping and Its Applications

6.
Functional Analysis (MMT-006)





          4 credits
This course is a 4-credit course.  In this course we introduce you to a branch of mathematics known as Functional Analysis.  In functional analysis we study function spaces which are sets of functions with additional structures.  This provides a major link between mathematics and its applications.  The important notions that are dealt in this course are Banach spaces, Hilbert spaces and linear functionals on these spaces.  This course assumes the knowledge of linear algebra and basic metric space theory presented in IGNOU undergraduates course on “Linear Algebra” MTE-02 and Block 1 of MMT-004.  The course is developed as wrap-around material around the book.  “Functional Analysis” by B. V. Limaye (New Age International (P) Ltd., 2nd Edition).  In order to help you to study the text book, a study guide is developed which consists of five units.  Each unit in these blocks is a guided tour through the relevant parts of the text book.  The material also consists of worked out examples, exercises, some application and some explanations on certain portions in the Text Book that we felt that you may find difficult to grasp.

The wrap-around material is divided into 5 units.  In Unit 1, we discuss some basic concepts in Functional analysis.  We introduce to the concept of a “norm” which is another distance measuring concept like a metric.  Any linear space having a norm defined on it is called a normed space.  Any norm function defines a metric on a normed space and thereby any normed space is a metric space.  In this unit, we consider maps which are linear and bounded (also called continuous).  We define continuous linear maps from one normed space to another.  We also familiarize you to one of the important theorems in Functional Analysis, known as Hahn Banach theorem.  Unit 2 deals with Banach Spaces.  Normed spaces which are complete with respect to the metric induced by the corresponding norm are called Banach spaces.  The Banach spaces plays a cruicial role in the study of function spaces.  Here we consider four important theorems – Open mapping theorem, Closed graph theorem, Uniform boundedness principle and Bounded inverse theorem.  Unit 3, deals with space of bounded linear maps defined from a normed space to the space K, the scalar field of real or complex numbers.  These spaces are called dual spaces.  We also consider dual of dual spaces which are called reflexive spaces.

Unit 4 and 5 introduce you to another type of normed spaces known as inner product spaces.  An inner product space which is complete, under the norm induced by the inner product, is called a Hilbert space.  In Unit 4, we discuss the fundamental properties of inner product spaces more specifically for Hilbert spaces.  The inner product enables us to introduce the concept of orthogonality.  Unit 4 is devoted to orthonormal sets.  Another important theorem for Hilbert spaces namely, Riesz representation theorem is studied in this unit.  Finally in Unit 5 we consider operators on Hilbert spaces.  Here we define adjoint of an operator and study three important clauses of operators, namely, self-adjoint, unitary and normal operators.  We also discuss two important subclauses of self-adjoint operators, viz, positive operators and compact self-adjoint-operator.
Syllabus

Study Guide


Unit 1
Normed Linear Space 

Unit 2
Banach Space

Unit 3
Space of Bounded Linear Functionals


Unit 4
Hilbert Space


Unit 5
Operators on Hilbert Space
7.
Differential Equations & Numerical Solutions (MMT-007)

          4 credits

This course discusses both analytical and numerical methods of solving differential equations.  This course assumes the knowledge of the undergraduate IGNOU course “Differential Equations” (MTE-08) and undergraduate IGNOU course “Numerical Analysis” (MTE-10).  The course MMT-005 on complex analysis is a co-requisite for this course.  This course is divided into four blocks.  The first two blocks discuss the analytical methods of solving differential equations, whereas, numerical methods are discussed in Blocks 3 and 4.  Blocks 3 and 4 also involve practical work worth 1 credit to be done using C-programming, which you have already learnt in your MMT-001 course “Programming and Data Structure”.  Practical exercises are given at the end of the units in Blocks 3 and 4.
In Block 1, the Picard’s theorem on existence and uniqueness of the solution of initial value problems is proved.  After discussing the power series methods of solving linear, homogeneous differential equations with variable coefficients, the Legendre, Hermite, Laguerre polynomials and Bessel functions are discussed in detail.  Applications of these polynomials to physical situation like steady-state heat conduction, linear harmonic oscillator, vibrating membrane problems etc., are also illustrated.

Block 2 deals with the Laplace and Fourier transform methods of solving initial and boundary value problems and applications of transform methods to diffusion, wave and Laplace equations.

In Block 3, we have discussed numerical methods of finding solutions of ordinary differential equations, both initial and boundary value problems whereas, finite difference methods and finite element methods for solving partial differential equations are discussed in Block 4.

All the concepts given in the blocks are followed by a lot of examples as well as exercises.  These will help you get a better grasp of the techniques discussed in this course.

Syllabus

Block 1:
Ordinary Differential Equations (ODEs)



Unit 1
First and Higher Order Equations



Unit 2
Power Series Solutions



Unit 3
Legendre, Hermite and Laguerre Polynomials



Unit 4
Bessel Functions



Unit 5
Green’s Function Methods

Block 2:
Partial Differential Equations (PDEs)



Unit 6
Laplace Transform Method



Unit 7
Fourier Transform Method
Block 3:
Numerical Solutions of ODEs



Unit 8
Singlestep Methods for Solving IVPs



Unit 9
Multistep and Predictor-Corrector Methods for Solving IVPs



Unit 10
Second Order BVPs

Block 4:
Numerical Solution of PDEs



Unit 11
Finite Difference Methods



Unit 12
Finite Element Methods
8.
Probability and Statistics (MMT-008)




          8 credits
This course “Probability and Statistics” is a 8-credit course on Stochastic Processes and Multivariate Analysis.  IGNOU undergraduate course “Probability and Statistics” (MTE-11) is a prerequisite for this course.  The course consists of eight blocks.  The first four blocks of this course are presented to bridge the gap between the theory and applications of stochastic processes.  The proofs of theorems which are either too involved or do not help in understanding concepts are omitted.  The theorems are supported with applications.  In the last four blocks, multivariate analysis has been presented which includes the practical component.  This deals with the observation and analysis of two or more than two statistical variables at a time.  The practical assignments session-wise are given at the end of corresponding.
Syllabus

Block 1:
Markov Chains



Unit 1
Conditional Probability



Unit 2
Basics of Markov Chains



Unit 3
Stationary Markov Chains

Block 2:
Markov Processes with Countable State Spaces



Unit 4
Branching Processes



Unit 5
Continuous Time Markov Processes-I



Unit 6
Continuous Time Markov Processes-II

Block 3:
Renewal Processes



Unit 7
Renewal Processes-I



Unit 8
Renewal Processes-II



Unit 9
Renewal Processes-III



Unit 10
Renewal Processes-IV

Block 4:
Queueing Theory



Unit 11
Poisson Queues




Unit 12
Non-Poisson Queues 



Unit 13
Network of Queues

Block 5:
Basics of Multivariate Normal (MVN)



Unit 14
Some Linear Algebra



Unit 15
Definition and Properties of MVN-I



Unit 16
Definition and Properties of MVN-II

Block 6:
Distributions Associated with MVN



Unit 17
Distribution of Correlation Coefficients



Unit 18
Orthogonal Transformation



Unit 19
Inference-I



Unit 20
Inference-II

Block 7:
Applications of MVN



Unit 21
Inference-III



Unit 22
Inference-IV



Unit 23
Applications of MVN-I

Block 8:
Additional Application of MVN



Unit 24
Principal Component Analysis


Unit 25
Factor Analysis


Unit 26
Canonical Covelation  


Unit 27
Conjoint Analysis
9.
Mathematical Modelling (MMT-009)




          2 credits
The use of mathematics in solving real-world problems has become widespread especially due to the increasing computational power of digital computers and computing methods both of which have facilitated the handling of lengthy and complicated problems.  This process of translating the real world problems into mathematical problems (mathematical model), solving the mathematical problems and interpreting these solutions in the language of the real world is called “modelling process”.  Mathematical modelling is used in almost all the disciplines in Science, Engineering and Technology.  Topics in physics like gravitation, mechanics, heat transfer, transfer of energies etc., problems in astro and bio-physics, problems in chemical sciences like kinetics of reaction, industrial chemistry etc. are all studied through modelling.  In life sciences and medicine, the subject of mathematical modelling is not very old, but the same is growing rapidly with the advent of computer applications.  There are number of topics like ecology, air and water pollution, physiology including cardio-vascular circulation, epidemiology and pharmaco-kinetics which are now studied through mathematical modelling and computer simulation.  In this course we have considered some real world problems from population dynamics, environmental systems, finance and economics.  This course assumes the knowledge of the undergraduate IGNOU course “Differential Equations” (MTE-08).  Also, the knowledge of “Mathematical Modelling” (MTE-14) course will help you in better understanding of some of the models considered in this course.
The course is divided into two blocks.  The first block introduces you to the concept of mathematical modelling.  After discussing different types of modelling and various steps involved in formulating a model we have discussed models from finance and probability theory.  Block 2 deals with the model from population dynamics, ecology, air pollution, medicine and optimization.  This course also involve some practical assignments which are to be done using C-programming and constitute the part of your continuous evaluation.  These assignments are given at the end of the units in the blocks.
Syllabus

Block 1:
Introduction to Mathematical Modelling 



Unit 1
Mathematical Modelling – An Overview



Unit 2
Model Formulation



Unit 3
Data Analysis and Fitting Models to Data

Block 2:
Mathematical Models in Biology and Economics 


Unit 4
Single Species Population Models



Unit 5
Modelling Environmental 


Unit 6
Modelling in Medicine 


Unit 7
Socio-Economic Models
DETAILS OF ELECTIVE COURSES
1.
Graph Theory (MMTE-001)





          4 credits

Graph theory is a subject which is nearly 300 years old, but it has acquired importance as modelling tool in diverse branches of Science and Technology in the past 50 years.  This course is an introduction to Graph Theory.  This is a 4 credit course which included practical component worth 1 credit.  In this course, graph theory is presented from an application point of view.  Many graph theoretic algorithms dealing with colouring, network flow, finding the distance etc. are dealt with in this course.  The course is developed as a wrap-around material around the book.  “Introduction to Graph Theory” by Douglas B. West, (Second edition).  In order to help you study the text book, study guide is developed which consists of eleven units.  Each unit in these blocks is a guided tour through the relevant parts of the text book.  The material consists of worked out examples, exercises, some applications and more explanations on some concepts in the book which we felt that you may find difficult to grasp.  This course assumes the knowledge of linear algebra that is presented in IGNOU undergraduate course MTE-02.  This course involves practical work to be done using C-programming.  The practical component is worth 1-credit and the listed practical revisions are given at the end of Block 2 of the Study Guide.
Syllabus

Study Guide



Unit 1
Fundamental Concepts

Unit 2
Paths, Cycles and Trails

Unit 3
Vertex Degrees

Unit 4
Trees

Unit 5
Optimization and Trees

Unit 6
Matchings and Factors 

Unit 7
Connectivity and Paths 

Unit 8
Coloring of Graphs 

Unit 9
Planar Graphs 

Unit 10
Hamiltonian Cycles
2.
Design and Analysis of Algorithms (MMTE-002)


          4 credits
This is an introduction to the design and analysis of computer algorithms an important area of theoretical computer science which has a mathematical flavour.  This course discusses algorithms for specific problems like string matching, network flow etc. and explains how to analyse them.  This course doesn’t have any practical component.  The material is divided into fifteen units and is in the form of wrap- around material or study guide.  The material provides guidance to the reader in reading the book, “Introduction to algorithms”, second edition, by Cormen, Leiserson, Rivest and Stein.  The chapter number and section numbers given below refer to this book.  

Syllabus

Block 1:
Introduction to Design and Analysis



Unit 1
Introduction, Motivation and Mathematical Preliminaries, RAM model of computation, analysis of algorithms, average/worst case, correctness of algorithms, examples (Chapters 1, 2.1, 2.2, Chapter 3, 4.1, 4.2) 



Unit 2
Quick Sort (7.1, 7.2, 7.3)


Unit 3
Sorting in Linear Time (8.2, 8.3)
Block 2:
Data Structures and Applications


Unit 4
Binary Search Trees (12.1, 12.2, 12.3)


Unit 5
B-trees (18.1, 18.2, 18.3)


Unit 6
Binary Heaps (Chapter 6)


Unit 7
Disjoint Sets (21.1 – 21.3)
Block 3:
Design Techniques


Unit 8
Divide and Conquer Strategy (2.3, 33.4)


Unit 9
Dynamic Programming (15.1 – 15.4)


Unit 10
Greedy Algorithms (16.1 – 16.3)
Block 4:
Graph Algorithms


Unit 11
Graph Search (22.1 – 22.4)


Unit 12

Minimum Spanning Trees (Chapter 23)


Unit 13
Shortest Paths (Chapter 24)


Unit 14
Network Flow Algorithms (26.1, 26.2)
Block 5:
Advanced Topics


Unit 15
String Matching (32.1, 32.2)


Unit 16
Number Theoretic Algorithms (31.1 – 31.7)


Unit 17
Polynomials and Fast Fourier Transforms (30.1, 30.2)
3.
Pattern Recognition & Image Processing (MMTE-003)

          4 credits
The course MMTE-003, Pattern Recognition and Image Processing, is an elective course of the M.Sc(MACS) programme and is worth 4 credits. This course has theory as well as practical component. The textbook for this course is:

Digital Image Processing, Third Edition

By Gonzelez, Woods

Publisher: Pearson Education

Image processing and pattern recognition are important fields which are advancing rapidly. These areas have lot of applications in Sciences and Technology like medical imaging, remote sensing, robotics etc. In this course topics like image digitization, image enhancement, and supervised/unsupervised learning image restoration are discussed. This course involves practical component worth 1-credit. These practicals are to be done with Sci-lab. The chapter number and section numbers given below refer to this book.

Syllabus

Study Guide


Unit 1: 
Introduction; Image digitization; Image data compression. (Sec. 1.1, 1.2, 1.3, 1.4, 1.5)

Unit 2: 
Transform domain coding; Predictive coding. (Sec. 8.1, 8.2, 8.3)



Unit 3: 
Image enhancement; (Sec. 3.1, 3.2, 3.3, 3.4, 3.5, 3.6) 

Unit 4: 
Filtering in the Frequency Domain. (Chapter 4)

Unit 5: 
Image restoration. (Chapter 5)

Unit 6: 
Algebraic reconstruction method; Image segmentation; Detection of discontinuities. (Sec. 10.1, 10.2, 10.3, 10.4, 10.5, 10.6)

Unit 7: 
Edge linking and boundary detection; Thresholding; Region oriented segmentation. (Sec. 11.1, 11.2, 11.3)

Unit 8: 
Introduction; pattern recognition components (different approaches); training/test sets. (Sec 12.1) 

Unit 9: 
Discriminant function (linear and nonlinear), Bayesian classification, (Sec. 12.2)

Unit 10: 
Supervised/unsupervised learning; Basic hierarchical and non-heirarchical clustering algorithms; Dimensionality reduction; Similarity measures; Feature selection criteria and algorithms; Principal components analysis. (Sec. 12.3, 11.4)


4.
Computer Graphics (MMTE-004)




          2 credits
The filed of computer graphics deals with methods and tools for generating images.  It has applications in diverse areas as science, engineering, medicine, business, industry, art, entertainment, advertising, education and training etc.  This two-credit course is developed as a wrap-around material around the book “Computer Graphics” C-Version (second edition) by Donald Hearn and M. Pauline Baker.  The study guide developed for this course consists of five-units.  It gives you an introduction to computer graphics.  The different kinds of graphics display systems are described.  It discusses algorithms for generating some two and three dimensional shapes and transformations for these shapes.  This course assumes the knowledge of undergraduate IGNOU courses on elementary algebra (MTE-04), geometry (MTE-05) and calculus (MTE-01).  The course also involves practical work to be done using C-programming which you would have learnt in MMT-001.

Syllabus 

Study Guide



Unit 1
An Overview of Hardware Primitives


Unit 2
2D Shape Primitives 


Unit 3
More Output Primitives and Geometric Transformations


Unit 4
Clipping and 3D Primitives


Unit 5
Three Dimensional Transformations

5.
Coding Theory (MMTE-005)





          4 credits
This subject has its origins in a classic paper by Claude Shannon in 1948. In this paper he wrote, “The fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point.”  In telecommunication, and many other areas like computer networking, data has to be transferred from one point to another (for example, from a satellite to an earth station) in the form of bits, i.e., binary digits.  Due to various disturbances, the message could get modified in transit; some of the 0s may become 1s and vice-versa. So, the message received at the destination may be different from the message sent.  Coding theory provides tools and techniques for correcting the errors that appear during transmission. In this course, we provide an introduction to this subject. 

This course is developed as a wrap-around material around the book “Fundamentals of Error-Correcting Codes” by Vera Pless and W. Cary Huffman, Cambridge University Press.  The prerequisites for this course are an undergraduate course in Linear Algebra and an undergraduate course in Algebra, including an introduction to finite fields, covering at least the material in Chapter 13, Section 6 of Michael Artin’s book, “Algebra”.  This course has practical component worth 1 credit.
Syllabus

Study Guide



Unit 1:
Introduction to Basic Terminology


Basic definition and examples of alphabets, messages,Generator matrix,  Parity check matrix, Dual of Code, Self-Dual Codes, weight and distances, new codes from old (Chapter 1, sections 1.1-1.5)

Unit 2:
Examples of Codes, Encoding and Decoding


Perfect codes, Hamming codes, Golay Codes, Reed-Muller Codes, encoding, decoding include (syndrome decoding) (Chapter I, sections 1.6-1.11 and section 1.12, upto theorem 1.12.3)

Unit 3:
Finite Fields.(Chapter 3, sections 3.1-3.7)

Unit 4:
Cyclic Codes


Cyclic codes, Factorization of Xn-1 over Fq, Generator polynomial of a cyclic code and its dual, Minimum distance of cyclic codes (Chapter 4, sections 4.1-4.5)

Unit 5:
BCH and Reed-Solomon codes


BCH Codes, Examples including Reed-Solomon Codes and its generalization, Decoding BCH Codes (Chapter 5, sections 5.1, 5.2, 5.3 and subsections 5.4.1, 5.4.2 of section 5.4)

Unit 6:
Weight Distributions of Codes


Weight distribution of a code and Mac-williams identity, Statement of Gleason Theorem for weight enumerator polynomial and examples of the computation of weight enumerators (Chapter 7, sections 7.1-7.3)

Unit 7:
Quadratic residue codes


Quadratic residue codes (Chapter 6, sections 6.1-6.5,  and subsection 6.6.1)

Unit 8: Codes over Z4


Codes over Z4 (Chapter 12, sections 12.1-12.5)

Unit 9:
Convolution codes 


(Whole of chapter 14)

Unit 10: LDPC Codes and Turbo decoding 


(Chapter 15, sections 15.3-15.8)

6.
Cryptography (MMTE-006)





          4 credits
Cryptography is the science of designing secure encryption methods for communication. Earlier, cryptography was of interest to a handful of people like diplomats and those in espionage and counter espionage. However, due to the growth of computer networks and specifically the Internet, this subject has become important from the point of view of data security in the computer networks.  This course has three blocks.  The first block provides an introduction to classical ciphers and some basics in mathematics.  In the second block, the “traditional” symmetric ciphers are discussed.  In the third block “two key ciphers” or public key cryptography is discussed.  This course has practical component worth 1 credit.

Syllabus

Block 1:
Cryptography Basics



Unit 1
Algebra and Algorithms


Unit 2
Number Theoretic Algorithms


Unit 3
Classical Ciphers
Block 2:
Block and Stream Ciphers



Unit 4
Symmetric Key Block Ciphers



Unit 5
Steam Ciphers



Unit 6
Hash Functions

Block 3:
Public-key Cryptography



Unit 7
Public Key Encryption



Unit 8
Digital Signatures

7.
Soft Computing and Its Applications (MMTE-007)


          4 credits
“Soft Computing and its Applications” is a 4-credit course.  This course involves theory component as well as practical component.  In this course the three main components of soft computing, fuzzy logic, neural networks and genetic algorithms are presented with applications.  The prerequisite dependency for this course is “Probability and Statistics”, (MMT-008) which you would have studied during the second semester of the programme.  This course comprises four blocks related to soft computing.  It begins with fuzzy set, and fuzzy C-mean algorithm in Block 1.  The next two blocks discuss neural network with its applications.  In the last block, the course concludes with several genetic algorithms.  The practical assignments are listed at the end of corresponding unit.
Syllabus

Block 1:
Fuzzy Sets



Unit 1
Introduction to Fuzzy Set




Unit 2
Fuzzy Mean Algorithms



Unit 3
Applications of Fuzzy Set

Block 2:
Neural Networks-I



Unit 4
Introduction to Neural Networks



Unit 5
Single-layer Perception



Unit 6
Multi-layer Perception-I

Block 3:
Neural Networks-II



Unit 7
Multi-layer Perception-II



Unit 8
Radial Basis Function Networks



Unit 9
Hopfield Networks



Unit 10
Kohonen’s Networks

Block 4:
Genetic Algorithms (GA)



Unit 11
Description of Genetic Algorithms



Unit 12
Applications of Genetic Algorithms



Unit 13
Schema Theorem

8.
Project Work (MMTP-001)





          4 credits
This 4 credits worth of project work provides you an opportunity to get hands-on work experience in some Industry/Organisation/R&D establishments/Institution.  A detailed project guide is developed to help you in doing the project work.  The guide will give you various steps involved in doing a project.  It indicates some of the possible types of projects which can be taken up and gives some of the detailed examples.  Depending upon the expertise and infrastructure available in your region, the Programme Facilitator at your programme centre will identify subject areas for doing projects.  You are free to choose any area from these identified areas or you can even choose an area of your choice with the approval of your facilitator.  The details regarding the format of project proposal and project guide are given in the project guide. 
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